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A B S T R A C T

The diversity of the item list suggested by recommender systems has been proven to impact user satisfaction significantly. Most of the existing diversity optimization approaches re-rank the list of candidate items during a post-processing step. However, the diversity level of the candidate list strongly depends on the recommender system used. Hence, applying the same post-processing diversification strategy may not be as effective for different recommendation approaches. Moreover, individual users' diversity needs are usually ignored in the diversification post-processing.

This article aims at providing an in-depth analysis of the diversity performances of different recommender systems. To the best of our knowledge, it is the first study to systematically compare diversity performances of the main types of recommendation models using benchmark datasets in different domains (movie, anime and book). Semantics related to items may be considered a key factor in measuring diversity within recommender systems. In this study, we leverage support from the knowledge engineering domain and take advantage of resources such as Linked Data and knowledge graphs, to assert the diversity of recommendations. We also propose a variant of the classic diversification post-processing objective that allows to take into account specific users' diversity needs. We measure the adequacy between the diversity levels a recommender system suggests to its users and those of users' profiles with the R² coefficient of determination.

Our study indicates that: (1) none of the tested recommender systems, even the most recent ones, provides items with levels of diversity that suit user profiles (R² < 0.2); (2) the classic post-processing diversification approach may lead to over-diversification compared to users' diversity needs and (3) the diversity adjustment that accounts for user profiles has more benefits (greater R² and smaller accuracy loss). All the source code and datasets used in our study are available to ensure the reproductibility of the study.

1. Introduction

Recommender systems (RSs) are effective solutions to help users find what they need in the current information overload. Based on item descriptions and/or available ratings supplied by users, RSs aim at selecting among unseen items those that may be of interest for a specific user. RSs have been proven successful in various fields including e-commerce, movie, music, travel, etc. For example, 35% of Amazon.com's revenue and 75% of what users watch on Netflix are generated by their recommendation
1.1. Research questions

The main research questions tackled in this paper are:

- RQ1: How do the main types of recommender systems perform in terms of absolute and relative diversities?
- RQ2: Is the diversity optimization driven by the post-processing method equally effective for different types of recommender systems? How would these recommender systems perform, in terms of diversity and accuracy, if they were combined with the same diversification post-processing?
- RQ3: What is the impact of considering individual users’ diversity needs during the diversification post-processing for different types of RSs?

1.2. Proposed solutions

To investigate these research questions, we propose to analyze and compare the ability of the main families of RSs to provide diversified recommendations. To this aim, we compare seven different recommendation models representing the four different types of RSs on three real-world datasets (related to movies, books and anime). For non-personalized recommenders, we consider the item popularity-based approach (Ferrari Dacrema et al., 2019); For CBF recommenders, we consider a Linked Open Data based approach (Di Noia et al., 2012); For CF recommenders, we consider a memory-based approach (Sarwar et al., 2001), a model-based approach (Koren et al., 2009) and a state-of-the-art approach based on deep neural networks (He et al., 2017) and for hybrid recommenders we consider an approach based on knowledge graph embeddings (Palumbo et al., 2018a) and an approach that combines the content-based and item popularity-based models.
We propose to analyze the behavior of each RS during the diversification post-processing in terms of accuracy and absolute/relative diversity. The diversification post-processing can easily be adapted to optimize the relative diversity rather than the absolute one. We describe this extension and evaluate the impact of adjusting the recommendation diversity to individual users’ needs.

The paper is organized as follows: In Section 2, the descriptions of the compared recommender systems are presented. Section 3 presents the diversification post-processing objectives and details the diversification methods that are compared in this study. In Section 4, we detail our evaluation protocol. In Section 5, we present and comment the experimental results and discuss the limitations and implications of the study. Finally, Section 6 presents our conclusions.

2. Compared recommender systems

Recommender systems are designed to predict, for each user \( u \) and each item \( i \) that he/she has not yet interacted with, the relevance score \( rel(u, i) \), quantifying the degree of user \( u \)'s interest for item \( i \). The top-\( n \) items, i.e. those with the highest predicted scores, are then recommended to the user. Different recommendation strategies provide different lists of recommendations, leading to different performances (in terms of accuracy and diversity for instance). As mentioned in the Introduction, this study considers seven recommenders, including: a non-personalized, item popularity-based approach (Top Popular), a content-based filtering approach based on linked open data (CBF), a memory-based CF approach (IBCF), a model-based CF approach (SVD), a CF approach based on deep neural networks (DNN), a hybrid approach based on knowledge graph embeddings (KGE) and another hybrid approach combining CBF and TopPopular (CBF-TopPopular). Summarized below are the principles of the systems compared in this analysis.

2.1. Top popular items approach (TopPopular)

Item popularity is known as an important factor of recommendation (Abdollahpouri, 2019). As a non-personalized approach, the model provides each user with the most popular items yet to be rated. Formally, the popularity of a given item \( i \) is defined as the number of users \( u \) in the user set \( U \) who have rated it, with \( I_u \) being the set of items rated by \( u \):

\[
Pop(i) = |\{u \in U | i \in I_u\}|	ag{1}
\]

In spite of its simple approach, a recent study (Ferrari Dacrema et al., 2019) has shown that the TopPopular model could lead to more accurate recommendations on some datasets than some recently proposed deep neural network-based models, such as CMN (Ebesu et al., 2018).

2.2. Content-based filtering approach (CBF)

Content-based recommendations aim at providing users with items whose content are similar to what they have liked before. The content-based approach thus focuses on the ratings (preferences) of the target user and content information of items. In a typical content-based recommendation context, characteristic vectors \( \mathbf{x}_u \), in which each dimension represents the weight of a specific item characteristic, are used to represent items. For example in the news recommendation scenario, we could model a piece of news as a weighted TF-IDF word term vector. For a given target user \( u \) and \( u \)'s rated items \( I_u \), the recommender generates a profile vector for \( u \), i.e. \( \mathbf{x}_u \) (Eq. (2)). The prediction of an unseen item \( j \) for user \( u \) consists in measuring the similarity between \( u \)'s profile vector \( \mathbf{x}_u \) and \( j \)'s characteristic vector \( \mathbf{x}_j \).

\[
\mathbf{x}_u = \sum_{i \in I_u} r_{u,i} \mathbf{x}_i
\]

(2)

However, it is a challenging task to find suitable resources containing rich item knowledge. The conventional characteristics based on item textual data need heavy pre-processing such as word sense disambiguation. Moreover, collecting such textual information also requires lots of human efforts. More robust content-based recommender systems have leveraged structured item characteristics stored by means of ontologies, i.e. a standardized structure of knowledge representations, providing a flexible way of managing item characteristics. For example, Di Noia et al. (2012) proposed an approach that uses item properties within the DBpedia\(^2\) ontology to construct item feature vectors.

To predict relevance scores for users’ unrated items, the CBF approach considered in our study is based on the formula proposed by Di Noia et al. (2012), and recalled in Eq. (3). In this formula, \( \text{profile}(u)^* \) represents user \( u \)'s liked items and the similarity function \( sim(i, j) \) refers to the semantic similarity between items \( i \) and \( j \). Following Di Noia et al. (2012), we make use of the item knowledge data within the DBpedia knowledge base to compute item semantic similarities. The model implementation details are provided in Section 4 (the experimental section).

\[
\hat{r}_{u,i} = \frac{\sum_{e \in \text{profile}(u)^*} \text{sim}(i, j)}{|\text{profile}(u)^*|}
\]

(3)

---

1. Note that for rating prediction-based RSs such as item-based CF and SVD, the \( \hat{r}_{u,i} \) term is typically used to represent the relevance score, i.e. \( rel(u, i) \).

2.3. Item-based collaborative filtering approach (IBCF)

The item-based CF approach (Sarwar et al., 2001) is a variant of the user-based CF approach whose main idea is that the rating \( \hat{r}_{ui} \) (relevance score) that a user \( u \) would assign to an item \( i \) is expected to be similar to user \( v \)'s rating on \( i \), i.e. \( r_{ui} \), if \( u \) and \( v \) have similar ratings on other items. Likewise, the IBCF model assumes that \( \hat{r}_{ui} \) would be similar to \( u \)'s own ratings on item \( j \) if \( i \) and \( j \) have similar rating distribution among all users. More specifically, the prediction of the rating \( \hat{r}_{ui} \) is based on \( u \)'s ratings of item \( i \)'s neighbor (similar) items. Formally, to compute \( \hat{r}_{ui} \), the ratings assigned by the target user \( u \), to each of the target item \( i \)'s neighbors \( j \) (denoted as \( N_i \)), are combined using a weighted average so that closer neighbors have more impact on the predicted rating \( \hat{r}_{ui} \) (see Eq (4)).

\[
\hat{r}_{ui} = \bar{r}_i + \frac{\sum_{j \in N(i)} [(r_{ui} - \bar{r}_i) * \sigma_i]}{\sum_{j \in N(i)} \sigma_j} \cdot \text{sim}(i, j)
\]

(4)

with \( \bar{r}_i \) and \( \sigma_i \) (resp. \( \bar{r}_j \) and \( \sigma_j \)) representing the average and the standard deviation of item \( i \)'s (resp. \( j \)'s) rating vector.

It is worth noticing that in the current study we omitted the user-based CF approach (UBCF) for three reasons. First, researchers (Ekstrand et al., 2014; Sarwar et al., 2001) have demonstrated that IBCF generally outperforms UBCF, in terms of recommendation accuracy and user satisfaction. Second, IBCF is more flexible than UBCF as it requires less computer memory to be trained. Finally, it is expected to be similar to user \( u \)'s rating on \( i \), if \( u \) and \( v \) have similar ratings on other items. Likewise, the IBCF model assumes that \( \hat{r}_{ui} \) would be similar to \( u \)'s own ratings on item \( j \) if \( i \) and \( j \) have similar rating distribution among all users. More specifically, the prediction of the rating \( \hat{r}_{ui} \) is based on \( u \)'s ratings of item \( i \)'s neighbor (similar) items. Formally, to compute \( \hat{r}_{ui} \), the ratings assigned by the target user \( u \), to each of the target item \( i \)'s neighbors \( j \) (denoted as \( N_i \)), are combined using a weighted average so that closer neighbors have more impact on the predicted rating \( \hat{r}_{ui} \) (see Eq (4)). The neighborhood is computed based on the similarity measurement between items, with pairwise distance metrics (e.g. cosine) between their rating vectors. Normalization techniques are often adopted to handle the disparity among rating distributions (Herlocker et al., 2002):

\[
\hat{r}_{ui} = \bar{r}_i + \frac{\sum_{j \in N(i)} [(r_{ui} - \bar{r}_i) * \sigma_i]}{\sum_{j \in N(i)} \sigma_j} \cdot \text{sim}(i, j)
\]

(4)

with \( \bar{r}_i \) and \( \sigma_i \) (resp. \( \bar{r}_j \) and \( \sigma_j \)) representing the average and the standard deviation of item \( i \)'s (resp. \( j \)'s) rating vector.

It is worth noticing that in the current study we omitted the user-based CF approach (UBCF) for three reasons. First, researchers (Ekstrand et al., 2014; Sarwar et al., 2001) have demonstrated that IBCF generally outperforms UBCF, in terms of recommendation accuracy and user satisfaction. Second, IBCF is more flexible than UBCF as it requires less computer memory to be trained. Finally, it is expected to be similar to user \( u \)'s rating on \( i \), if \( u \) and \( v \) have similar ratings on other items. Likewise, the IBCF model assumes that \( \hat{r}_{ui} \) would be similar to \( u \)'s own ratings on item \( j \) if \( i \) and \( j \) have similar rating distribution among all users. More specifically, the prediction of the rating \( \hat{r}_{ui} \) is based on \( u \)'s ratings of item \( i \)'s neighbor (similar) items. Formally, to compute \( \hat{r}_{ui} \), the ratings assigned by the target user \( u \), to each of the target item \( i \)'s neighbors \( j \) (denoted as \( N_i \)), are combined using a weighted average so that closer neighbors have more impact on the predicted rating \( \hat{r}_{ui} \) (see Eq (4)). The neighborhood is computed based on the similarity measurement between items, with pairwise distance metrics (e.g. cosine) between their rating vectors. Normalization techniques are often adopted to handle the disparity among rating distributions (Herlocker et al., 2002):

\[
\hat{r}_{ui} = \bar{r}_i + \frac{\sum_{j \in N(i)} [(r_{ui} - \bar{r}_i) * \sigma_i]}{\sum_{j \in N(i)} \sigma_j} \cdot \text{sim}(i, j)
\]

(4)

with \( \bar{r}_i \) and \( \sigma_i \) (resp. \( \bar{r}_j \) and \( \sigma_j \)) representing the average and the standard deviation of item \( i \)'s (resp. \( j \)'s) rating vector.

2.4. Singular value decomposition approach (SVD)

The SVD approach (Koren et al., 2009) is one of the most popular model-based CF approaches. The model applies matrix factorization techniques to map users and items into a joint latent factor space of a reduced dimensionality. The learnt representations are then used to predict ratings. Formally, each item \( i \) is associated with a factor vector \( q_i \in \mathbb{R}^d \) and each user \( u \) is associated with a factor vector \( p_u \in \mathbb{R}^d \). The inner product of these two vectors in the latent vector space represents the predicted rating, i.e. \( \hat{r}_{ui} = q_i^T p_u \). To learn the factor vectors, the SVD model minimizes the loss function representing the regularized squared error between predicted and real ratings (Eq. (5)). To achieve this optimization, stochastic gradient descent (SGD) is applied.

\[
\text{Loss} = \sum_{r_{ui} \in R_{\text{train}}} (r_{ui} - q_i^T p_u)^2 + \lambda(\|q_i\|^2 + \|p_u\|^2)
\]

(5)

2.5. Deep neural networks-based collaborative filtering approach (DNN)

In general, recommender systems based on neural networks take the user rating matrix as the input layer and generate scores for each user–item pair on the output layer. The hidden layers, i.e. a multi-layer neural architecture, brings to light the latent structures of user–item interactions. The considered DNN approach (He et al., 2017), also known as NeuMF (Neural Matrix Factorization), is one of the most cited deep neural networks-based recommendation approaches (Ferrari Dacrema et al., 2019). Specifically, the DNN model concatenates two neural networks: GMF (Generalized Matrix Factorization) and MLP (Multi-Layer Perceptron). The main idea of the GMF neural architecture is to generalize the matrix factorization model i.e. Eq. (5), in which latent factors are treated equally and a linear function (i.e. the inner product) is used to model the user–item interaction. The GMF network can automatically learn different weights for each latent factor and consider a non-linear setting for user–item interactions. Unlike GMF that only uses a fixed element-wise product of \( p_u \) and \( q_i \), the MLP neural network allows to learn subtler user–item interactions by adding hidden layers to the concatenated vector of \( p_u \) and \( q_i \). Finally, the last hidden layers of GMF and MLP are concatenated to generate the final score of a given user–item pair.

2.6. Knowledge graph embeddings-based approach (KGE)

Knowledge graphs (KG) are data structures that allow to represent both human-readable and machine-understandable ontological domain knowledge. KGs are typically composed of \((s, p, o)\) triples in which \(s\) and \(o\) are subject and object entities while \(p\) is the predicate indicating the corresponding semantic relation of \(s\) toward \(o\) (e.g., (Brad_Pitt.starring_of.12_Monkeys)). Famous large-scale KGs such as DBpedia and Google Knowledge Graph\(^3\) have been successfully applied to real-world applications. Although they are effective in representing heterogeneous information, the handling of such KGs remains difficult due to their underlying graph structure, notably for large-scale KGs. Knowledge graph embedding is a technique that makes the handling of a KG more flexible. The principle is to embed the KG’s elements (its entities and relations) into a latent vector space while preserving its inherent structure. Two types of embedding models have been proposed in the literature, including translational distance models e.g. TransE (Bordes

---

\(^3\) https://en.wikipedia.org/wiki/Knowledge_Graph
et al., 2013) and semantic matching models e.g. RESCAL (Nickel et al., 2011), SME (Bordes et al., 2014). For example, TransE considers both entities and relations as d dimensional vectors in the same latent space R^d. For a given triple \((s, p, o)\), the\( p \) is interpreted as a translation vector \( p \) so that the embedding vectors of \( s \) and \( o \), i.e. \( s \) and \( o \), can be connected by \( p \) with low error, i.e. \( s + p \approx o \) when \((s, p, o)\) holds. Readers may refer to Wang et al. (2017) for more detailed descriptions of knowledge graph embedding models and their applications.

In the past few years, knowledge graph embedding models have been proven highly effective for recommender systems (Palumbo et al., 2020, 2018a, 2018b). In the RS context, two knowledge graphs can be constructed: ICKG (Item Content Knowledge Graph) and UPKG (User Preference Knowledge Graph). The former contains triples describing knowledge related to item contents (e.g. the director of a movie) while the latter represents knowledge related to user preferences (e.g. the movies liked by a user).

As proposed in Palumbo et al. (2018b), the KGE recommender that we consider in this study is based on the whole knowledge graph (denoted as HybridKG) combining ICKG and UPKG, in which user preference data (user ratings) and item knowledge are hybridized. Specifically, entities within HybridKG are made of users, items and item property objects while relations within HybridKG are made of user preferences (i.e. likes) and item attributes, e.g. genre, starring. For example in the following KG composed by the two triples \{'Citizen, genre, Drama_film\}; \{John, likes, Citizen\}, \{John, Citizen, Drama_film\} are entities and (likes, genre) are relations.

The prediction of the relevance score for each item \(i\) in the user \(u\)'s unrated items, i.e. \(rel(u,i)\), is based on the latent vector representations (i.e. embeddings) learnt by a knowledge graph embedding model, for entities and relations within the HybridKG. In this framework, the recommendation can be considered as a knowledge graph completion task or a link prediction task for each triple \((u,likes,i)\) \(\notin\) HybridKG. For example, for translational distance-based embedding models, we could use the score function \(rel(u,i) = -f(u + likes - i)\) with \(u\), \(likes\) and \(i\) being the embedding vectors of the entity (user) \(u\), the relation \(likes\) and the entity (item) \(i\), respectively. The \(f(\cdot)\) term typically refers to the norm of the result vector.

2.7. Hybridizing content-based and popularity-based approaches (CBF-TopPopular)

As presented in Sections 2.1 and 2.2, popularity-based recommendations are non-personalized and privilege popular items over niche ones while content-based recommenders are generally over-personalized and would favor obscure and long-tail items. So, we would like to consider a simple hybrid approach combining the above CBF and TopPopular models. Formally, given user \(u\) and one of \(u\)'s unrated items \(i\), the relevance score \(rel(u,i)\) of the CBF-TopPopular model is defined by Eq. (6) as follows:

\[
rel(u,i) = \omega \times TopPopular(i) + (1 - \omega) \times CBF(u,i)
\]

where \(TopPopular(i)\) and \(CBF(u,i)\) refer respectively to the popularity of item \(i\) (cf. Eq. (1)) and the relevance score \(rel(u,i)\) computed by the CBF model (cf. Eq. (3)). \(\omega\) represents a hyper-parameter, weighting the importance of the two combined models.

3. Diversity of recommendations

3.1. Definition & evaluation metrics

According to the Cambridge dictionary, the concept of diversity is defined as: the fact of many different types of things or people being included in something; a range of different things or people. According to that definition, diversity could be roughly considered as the opposite of similarity (Bradley & Smyth, 2001). It is worth noticing that the similarity notion is typically employed for a pair of items (i.e. pairwise) whereas the diversity is generally considered for a list of items (i.e. listwise). In the recommender system context, researchers (Bradley & Smyth, 2001; Castagnos et al., 2013; Di Noia et al., 2014; Ekstrand et al., 2014; Jannach et al., 2015; Jugovac et al., 2017; Vargas & Castells, 2011; Wang et al., 2019) often adopt the intra-list-diversity (ILD) metric to measure the diversity of a recommendation list, which is defined as the average pairwise dissimilarity among the recommended items (Eq. (7)). Given the recommended item list \(L\), the ILD of \(L\) is defined as follows:

\[
ILD(L) = \frac{2}{|L| \times (|L| - 1)} \sum_{1\leq j < k \leq |L|} (1 - \text{sim}(L[j], L[k]))
\]

where \(\text{sim}(\cdot, \cdot)\) is a similarity function which measures the similarity value (conventionally normalized between \([0, 1]\)) for a given pair of items. For example, this similarity metric could refer to item proximities based on item knowledge data or on the user ratings.

3.1.1. Individual (absolute) diversity & aggregate diversity

The diversity of a RS can be measured at the individual level (i.e. the diversity of the list recommended to a specific user) or at the RS level (i.e. an aggregate of the diversity of the recommendations proposed by the RS to its users). The ILD metric presented in the previous subsection generally refers to the individual diversity, as the list of items based on which the ILD is measured is provided for individual users. Unlike the individual diversity, one can also deal with the so-called aggregate diversity (Adomavicius & Kwon, 2012), which mainly aims at measuring the ability of a RS to provide different items at the system level. The aggregate diversity can be computed as the proportion of items in the entire item catalog that can be recommended to users. A recommender with high aggregate diversity performance should have the ability to provide users with, for instance, long-tail/niche items.

The current study aims at analyzing and comparing the performances of different families of recommender systems, in terms of individual diversity (ILD). As we intended to study the impact of considering individual users’ diversity needs during the
diversification post-processing (i.e. RQ3), the aggregate diversity would not fit our goal. Nevertheless, the aggregate diversity comparison between various recommendation approaches would also have its own benefits, especially for the e-commerce, as item popularity generally biases users to choose popular items against long-tail ones. For example, the findings of Lee and Hosanagar (2014) demonstrated that CF recommenders produce generally low aggregate diversity among sales.

We use the term absolute diversity to refer to the diversity of the item list recommended to a particular user, as opposed to the relative diversity discussed in the following subsection.

### 3.1.2. Personalized (relative) diversity

Personalized diversity has recently attracted some attention. The main assumption is that different users may have different needs in terms of recommendation diversification. Unlike the non-personalized absolute diversity that measures the amount of diversity (ILD) within a list of recommended items, the personalized relative diversity refers to the extent to which the ILD of the recommended items would fit users' needs for diversity. As the relative diversity depends on the profile of each particular user, one needs to first quantify the user's diversity needs.

The most intuitive way of quantifying a particular user's diversity needs is to compute the ILD value among the items that the user has rated, i.e. the user's profile items (Jugovac et al., 2017; Meymandpour & Davis, 2020). Likewise, one may also quantify the user's diversity needs by measuring the Shannon's entropy of the user profile, with respect to some item categories. For example, authors of Di Noia et al. (2014) propose to consider individual users' propensity toward diversity by computing the entropy based on different attributes, e.g. genre, actor, year, etc. for users' profile items. Those approaches rely mainly on users' historical data, i.e. their ratings. Authors of Wu et al. (2018) propose an alternative way of quantifying users' diversity needs, which is based on a personality model. To be specific, they assumed that individual users' personalities might influence their needs for diversity, e.g. a user with a high level of Openness would expect high diversity. They carried out a user study to collect personality data and built a linear regression model to analyze the impact of a user's personality on her/his diversity needs.

With users' profile (desired) diversities $Div(p_u)$ and that of their recommended items $Div(r_u)$, the relative diversity can be represented by using error-based metrics. Generally, the relative diversity quantifies how well a recommendation list would match a user's historical tendency with respect to the diversity aspect. Jugovac et al. (2017), Wu et al. (2018) propose to compute, for each user $u$, the absolute error between $u$'s profile diversity and that in $u$'s recommendation list, i.e. $|Div(p_u) − Div(r_u)|$. Similarly, Meymandpour and Davis (2020) use the root mean square (diversity) error (RMSDE) to represent the relative diversity (Eq. (8)).

$$\text{RMSDE} = \sqrt{\frac{\sum_{u \in U} (Div(p_u) - Div(r_u))^2}{|U|}}$$  \hspace{1cm} (8)

In statistics, the coefficient of determination, i.e. $R^2$, is a typical metric to measure the correlation of two given lists of values. In the context of relative diversity, one can use this metric to measure how well the values of $Div(r_u)$ (d diversities recommended to users) would fit the values of profile $Div(p_u)$ (users' diversity needs), over the entire set of users (cf. Eq. (9)). The $Div(p_u)$ term refers to the average diversity over profiles of the user set $U$.

$$R^2 = 1 - \frac{\sum_{u \in U} (Div(p_u) - Div(r_u))^2}{\sum_{u \in U} (Div(p_u) - Div(r_u))^2}$$  \hspace{1cm} (9)

The $R^2$ approach is a normalized version of the RMSDE metrics, in which the values vary from 0 to 1. Such a normalization might be useful in terms of interpretation. A value of $R^2 = 1$ means that the diversities proposed by the recommender system fit its users' diversity needs perfectly.

Alternative ways of measuring the relative diversity consider metrics based on distributions, such as the Jensen–Shannon divergence (Eskandanian et al., 2017) or the Kullback–Leibler (KL) divergence. For example, Steck (2018) propose calibration metrics $C_{KL}(p,q)$, that are based on the KL divergence of two probability distributions $p$ and $q$, with $p$ being the distribution of genres in users' profile items (movies in their study) and $q$ being the distribution of genres in users' recommendations (Eq. (10)).

$$C_{KL}(p,q) = \sum_{g \in \text{genres}} p(g|u) \log \frac{p(g|u)}{q(g|u)}$$  \hspace{1cm} (10)

Lower values of $C_{KL}(p,q)$ stand for better calibrated recommendations. Given that $C_{KL}(p,q)$ may diverge when $q(g|u) = 0$ and $p(g|u) > 0$, (i.e. the genre $g$ is presented in $u$'s profile but not in $u$'s recommendations), the authors propose to replace the $q(g|u)$ term with $(1 − a) \cdot q(g|u) + a \cdot p(g|u)$ in Eq. (10), with a small value of $a > 0$ (e.g. 0.01).

The work of Steck (2018) aims at providing users with a list of movies in which the proportion of each genre matches its corresponding proportion in the user profile. Though related, the authors discussed that calibrated recommendations are quite different from the relative diversity perspective. The main difference is that calibrated recommendations are restricted to a particular feature such as a movie's genre, whereas for the diversity measurement, it might be better not to use such a restriction since items (films) have more than one feature (e.g. directors, actors etc.). One may also consider computing the KL divergence between multivariate attribute vectors, for instance. Nevertheless, it is often difficult to gather exactly the same attribute data for all items (e.g. missing values in the knowledge graph), and the KL computation is not straightforward.

### 3.2. Objective functions for diversification

This section discusses the main objective functions on which diversification may be based.
3.2.1. Classic objective function for diversity consideration

In general, increasing diversity is associated with a decrease of recommendation accuracy (Adomavicius & Kwon, 2012; Wang et al., 2019; Zhou et al., 2010). It is a challenging task to balance the accuracy-diversity trade-off (Kunaver & Požrl, 2017). On the one hand, always providing users with accuracy-based recommendations, regardless of diversity, can weary them and thus reduce their satisfaction. For instance, a list only recommending movies of a single genre may seem repetitive even to a user who appreciates that type of movies. This point refers to the over-specialization problem, notably for content-based recommenders, which provide users with items similar to their highly rated items (Lops et al., 2011). On the other hand, the overmuch consideration of the recommendation diversity would sacrifice the relevance, which is no more acceptable. For example, recommending horror and action movies to a user who only consumed comedy movies might decrease the quality of her/his experiences on the system. Suggesting irrelevant items not only fails to achieve the main goal of RSs (i.e. helping users to find interesting items), but it also undermines the confidence that users have in the RSs. Both accuracy and diversity have to be considered. Meanwhile, accuracy should remain the preliminary goal of recommenders because significant accuracy loss would not be acceptable in most real-life applications (Adomavicius & Kwon, 2012). In other words, it could be preferable to recommend items achieving a considerable gain in diversity while maintaining roughly the same level of accuracy. The diversified recommendation could therefore be treated as an ordered, or weighted, bi-criterion optimization problem, in which one seeks to maximize the overall relevance of a recommendation list while minimizing the redundancy between the recommended items. A widespread (Bradley & Smyth, 2001) objective function used to reach this goal is provided by Eq. (11):

$$f_{obj}(L, \alpha) = (1 - \alpha) \times \frac{\sum_{i \in L} \text{rel}(i)}{|L|} + \alpha \times \text{ILD}(L)$$  

(11)

where \(\text{rel}(i)\) represents the relevance score of item \(i\) and the parameter \(\alpha \in [0, 1]\) is a diversification factor balancing the accuracy-diversity trade-off.

3.2.2. Personalized objective function for diversity

This objective function is user independent and does not account for individual users’ diversity needs. As discussed in Section 3.1.2, metrics taking into account individual users’ diversification needs have been proposed. Thus, one may consider variants of Eq. (11) with respect to the metrics used for personalizing users’ diversity needs. Generally considered as a bi-criterion optimization problem regarding both the accuracy and diversity, the personalization of diversity mainly leans on the right part of Eq. (11), as the accuracy (left) part, which depends only on the recommenders, is fixed. Di Noia et al. (2014) propose to weight pairwise item similarity values according to a given user’s diversity needs (measured by Shannon’s entropy). Thus, for a user with a high entropy value (diversity needs), their objective function penalizes scores of candidate items which are similar to the items already in the recommended list. Wu et al. (2018) model users’ personalities for measuring \(\text{Div}(p_u)\), i.e. users’ needs for diversification. The right part of the objective function in their approach is defined by \(-|\text{Div}(p_u) - \text{Div}(r)|\), i.e. the difference between users’ profile diversity and the recommended diversity. Note that the negation of this difference is considered since the goal is to maximize the whole objective function. Likewise, the calibrated recommendation approach proposed by Steck (2018) adopts the Kullback–Leibler divergence to measure the distance between two distributions (see Section 3.1.2). Hence, the KL term becomes the right part of their objective function, aiming at recommending items that best fit the user’s profile, regarding the calibration metric they proposed.

Though different, all the previously discussed personalized objective functions share one common goal: minimizing the difference between users’ profile diversity and that of their recommended items. In the current study, as described by RQ3 (cf. Section 1.1), we also aim at studying the impact of the diversity personalization on the performance behaviors for different families of recommender systems. A straightforward and intuitive way to achieve this goal is to optimize the following variant of the classic objective function (Eq. (11)) that accounts for individual users’ diversity profiles, as defined by Eq. (12):

$$f_{obj}(u, L, \alpha) = (1 - \alpha) \times \frac{\sum_{i \in L} \text{rel}(i)}{|L|} + \alpha \times (\text{ILD}(L) - \text{ILD}_u(u))$$  

(12)

where \(\text{ILD}_u(u)\) represents the ILD of the user \(u\)’s rated items (\(u\)’s profile). The idea here is to recommend a list \(L\) in which the items would be relevant and the ILD of \(L\) would be as close as possible to the ILD of the user profile, rather than being as high as possible.

3.3. Greedy optimization heuristics

The greedy optimization (Bradley & Smyth, 2001) is a commonly used post-processing approach, in which candidate items preliminarily ranked by their relevance scores are later re-ranked. Specifically, the greedy approach proceeds in \(n\) sequential steps with \(n\) being the length of the recommendation list to build. During each iteration it seeks among the candidate items the one that maximizes a bi-criterion objective function combining accuracy and diversity. Formally, let \(L(u)\) be the list of unrated items for user \(u\), in which items are ordered by their relevance scores. Suppose that we want to recommend a list of \(n\) items to \(u\), denoted as \(L_{rec}(u)\). Without considering the diversity optimization, the first \(n\) items of \(L(u)\) are returned to \(u\), which corresponds to a typical recommender system scenario. On the contrary, the greedy optimization illustrated by Algorithm 1 selects at each step the item maximizing the objective function \(f_{obj}\) (lines 4 and 6), which takes both diversity and accuracy into account. Note that different objective functions are used based on the value of the Boolean parameter personalized.

As pointed out in Bradley and Smyth (2001), this algorithm is expensive in terms of time complexity because \(L(u)\) can be very large as users often rate a small portion of the items catalog, i.e. \(|L(u)| \gg n\). Thus, the authors proposed a bounded greedy approach,
Algorithm 1: The greedy optimization

<table>
<thead>
<tr>
<th>Input: $L(u)$, $a$, personalized (Boolean), $n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: $L_{rec}(u)$</td>
</tr>
<tr>
<td>1 $L_{rec}(u) \leftarrow {}$</td>
</tr>
<tr>
<td>2 while $</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8 $L_{rec}(u) \leftarrow L_{rec}(u) \cup {i^*}$</td>
</tr>
<tr>
<td>9 end</td>
</tr>
<tr>
<td>10 return $L_{rec}(u)$</td>
</tr>
</tbody>
</table>

which simply applies the greedy algorithm to the first $m$ elements of $L(u)$ (with $|L(u)| \geq m > n$). Thus, the calculation time is greatly reduced without much impact on the objective score of the recommended list. The bounded version of greedy algorithm is commonly adopted in the literature (Di Noia et al., 2014; Sha et al., 2016; Wu et al., 2018; Ziegler et al., 2005). Here we denote $L_{\text{candidates}}(u)$ as the list of the top-$m$ items of $L(u)$ that constitute the input of the bounded greedy algorithm.

### 3.4. Other diversification approaches

As mentioned previously, most of the existing diversification optimization approaches are post-processing ones. However, some recent works (Cheng et al., 2017; Li et al., 2017) view the problem differently and consider diversity during the recommendation phase using LTR (learning to rank) approaches. The main idea behind these approaches is to train supervised learning models on a set of empirically determined training instances. To optimize the model parameters, the gradient descent method is applied with a loss function which considers both diversity and accuracy. It is worth noting that the LTR method is linked to a specific recommendation model, e.g. the matrix factorization model as done in Cheng et al. (2017), Li et al. (2017). Unlike the post-processing approaches, LTR is thus unfit for direct integration into existing recommender systems. In addition, the greedy optimization approach is a classic re-ranking method largely and continuously used in the literature on account of its simplicity (Adomavicius & Kwon, 2012; Bradley & Smyth, 2001; Di Noia et al., 2014; Jugovac et al., 2017; Sha et al., 2016; Steck, 2018; Vargas & Castells, 2011; Wang et al., 2019; Wu et al., 2018; Ziegler et al., 2005). Therefore, we choose to omit the LTR approaches in the experiments of our study and focus on the greedy post-processing heuristics for the diversity optimization of recommendations. This allows us to compare the diversity performances for different recommender systems and to analyze the interests of adding to them a diversification post-processing.

### 4. Experimental protocol

#### 4.1. Datasets and preprocessing

Our experiments are based on three real-world datasets in different recommendation domains: MovieLens-1M ($^4$) (the movie domain), Anime ($^5$) (the Japanese manga domain) and LibraryThing ($^6$) (the book domain). MovieLens-1M is a well known benchmark dataset containing 1 million ratings from 6,040 users on 3,900 movies. The Anime dataset is a public kaggle dataset containing 1,597,830 ratings from 37,100 users on 12,294 anime. LibraryThing is a book recommendation dataset that contains 626,000 ratings of 7,112 users on 37,231 books.

The DBpedia knowledge base is an indispensable support for our study as we used it to build the CBF recommender, to construct the ICKG and UPKG knowledge graphs (see their definitions in Section 2.6) for the KGE recommender and to compute item semantic similarities for the estimation of recommendation diversity (cf. Eq. (7)). To leverage this gigantic source of knowledge, items need to be mapped with corresponding DBpedia entities that are identified through their URIs. Items in the MovieLens-1M and the LibraryThing datasets have been mapped by previous work (Di Noia et al., 2012) and the mappings are publicly available. The DBpedia knowledge graph has been evolving since these mappings were done. Some of them are now invalid, pointing to entity URLs that no longer exist. So, we corrected these mappings manually. For the Anime dataset, we first extracted all DBpedia entities of the dbo:Manga type and their English labels by using SPARQL queries through the DBpedia endpoint. ($^7$) We then compared manga labels of DBpedia entities and anime names provided in the dataset’s meta-data to define a similarity between Anime items and Anime datasets have been mapped by previous work (Di Noia et al., 2012) and the mappings are publicly available. The LibraryThing dataset contains 626,000 ratings of 7,112 users on 37,231 books.

---

$^4$ https://grouplens.org/datasets/movielens/1m/

$^5$ https://www.kaggle.com/CooperUnion/anime-recommendations-database

$^6$ https://www.librarything.com/

$^7$ https://dbpedia.org/sparql
Table 1
Characteristics of the (filtered) datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>domain</th>
<th># users (%kept)</th>
<th># items (%kept)</th>
<th># ratings (%kept)</th>
<th>sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens-1M</td>
<td>movie</td>
<td>6,040 (100%)</td>
<td>3,301 (85%)</td>
<td>948,840 (95%)</td>
<td>95.09%</td>
</tr>
<tr>
<td>Anime</td>
<td>anime</td>
<td>27,454 (74%)</td>
<td>656 (5%)</td>
<td>1,007,384 (63%)</td>
<td>94.41%</td>
</tr>
<tr>
<td>LibraryThing</td>
<td>book</td>
<td>6,789 (95%)</td>
<td>11,695 (31%)</td>
<td>403,860 (65%)</td>
<td>99.49%</td>
</tr>
</tbody>
</table>

The original anime ratings contain implicit preference values i.e. −1, which means that the user watched the anime without rating it. These ratings were excluded from our experiments.

Table 2
DBpedia ontology properties taken into account for each dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens-1M</td>
<td>dbo:director, dbo:starring, dbo:distributor, dbo:writer,</td>
</tr>
<tr>
<td></td>
<td>dbo:composer, dbo:producer, dbo:cinematography, dbo:editing,</td>
</tr>
<tr>
<td></td>
<td>dcterms:subject</td>
</tr>
<tr>
<td>Anime</td>
<td>dbo:author, dbo:publisher, dbo:book, dbp:director,</td>
</tr>
<tr>
<td></td>
<td>dbp:genre, dbp:illustrator, dbp:writer, dcterms:subject</td>
</tr>
<tr>
<td>LibraryThing</td>
<td>dbo:author, dbo:publisher, dbo:literaryGenre, dbo:genre,</td>
</tr>
<tr>
<td></td>
<td>dbo:medianType, dbo:subsequentWork, dbo:previousWork, dbo:series,</td>
</tr>
<tr>
<td></td>
<td>dbo:country, dbo:language, dbo:coverArtist, dcterms:subject</td>
</tr>
</tbody>
</table>

Table 3
Number of triples making up the two knowledge graphs constructed for each dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ICKG (#triples)</th>
<th>UPKG (#triples)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens-1M</td>
<td>93,269</td>
<td>442,838</td>
</tr>
<tr>
<td>Anime</td>
<td>12,266</td>
<td>490,427</td>
</tr>
<tr>
<td>LibraryThing</td>
<td>134,333</td>
<td>207,884</td>
</tr>
</tbody>
</table>

DBpedia entities. An Anime dataset item was then mapped to a DBpedia entity when the normalized Levenshtein similarity between their labels was larger than 0.95. The mapping procedure allowed us to obtain 3,301 items of the movie database (85%); 656 items of the anime database (5%) and 11,695 items of the book database (31%) successfully mapped to DBpedia entities. We then removed unmapped items, and the associated ratings, from the corresponding datasets. It is worth noting that the dataset preprocessing leads to removing many items (especially from the anime dataset); however, most of the removed items have few ratings anyway. The most famous (manga, book, movie) items are often those present in DBpedia and having received the most ratings; whereas the less known items, often missing from DBpedia, tend to have few ratings. Hence, this pre-filtering of the datasets is not as drastic as it may seems. Even for the anime dataset, in which only 5% of the items are kept, 63% of the ratings are preserved.

Table 1 summarizes the main characteristics of the three preprocessed datasets. The sparsity of a dataset represents the proportion of the missing values among the whole user–item rating matrix. Finally, we split each dataset into the corresponding training set (80% of ratings) and test set (20% of ratings).

4.2. Knowledge graph constructions

For each dataset, we built two knowledge graphs, ICKG and UPKG. To build the three ICKG instances, we selected a subset of properties within the DBpedia ontology, as proposed in Palumbo et al. (2018b). The properties selected for each dataset are listed in Table 2. To build the three UPKG instances, the relation “likes” should be established between user and item entities. Following Di Noia et al. (2016), Palumbo et al. (2018b), we considered that a user \( u \) likes an item \( i \) if the rating \( r_{ui} \geq 4 \) for the MovieLens-1M dataset (where ratings vary between 1 and 5) and \( r_{ui} \geq 8 \) for the Anime and the LibraryThing datasets (where ratings vary between 1 and 10). Table 3 illustrates the number of triples encompassed in the ICKG and UPKG instances built for each dataset.

4.3. Recommender constructions

We followed the proposition of Steck (2013) that all the items in the catalog are eligible for recommendation. Hence, in our experiments, the \( L(u) \) set contains all the items that \( u \) has not rated before, regardless of whether they are in the training set or in the test set. In our experiments, we compare seven recommenders of four different types that are listed in Table 4. For each dataset, we proceed as follows to construct the recommenders: (1) hyper-parameters tuning for each of the compared RSs toward accuracy and (2) models training with optimal hyper-parameters.
Hyper-parameters tuning. Tuning hyper-parameters of machine learning models is an optimization step aiming at finding the optimal combination of hyper-parameters that leads to the best performances. This is a crucial step for modern recommendation models as the behavior of recommenders could be strongly impacted by the used dataset and hyper-parameters (Jannach et al., 2015).

We adopted the Bayesian Optimization (BO) approach (Snoek et al., 2012) to tune hyper-parameters for the compared RSs. Compared with the random search and the grid search methods which are generally time-consuming, BO is an iterative procedure that takes into account the past choices made in order to consider the next set of hyper-parameters to evaluate, thus reducing largely the computation time. In our experiments, Nogueira (2014)’s BayesianOptimization package was used to tune hyper-parameters of RS models.

Among the seven recommenders compared in our study, the TopPopular and CBF models do not have hyper-parameters to be tuned. Specifically, for the TopPopular model, the relevance score of each item $i$ in user $u$’s unrated items $L(u)$ is computed using Eq. (1). For the CBF recommender, the relevance score of a given user–item pair $i.e. rel(u, i)$ is computed using Eq. (3) in which the semantic similarity between items is estimated by measuring the cosine similarity between item embedding vectors, learnt from the corresponding item content knowledge graph (ICKG). Therefore, high similarity scores are assigned to items which are semantically similar to users’ highly rated ones.

For the remaining 5 recommenders, i.e. CBF-TopPopular, IBCF, SVD, DNN and KGE, we ran 20 BO iterations on each of the three datasets, to tune each model’s hyper-parameters on each dataset. To this end, we opted firstly to split each training set (representing 80% of the dataset) into two sets: a sub-training set (80% of the training set) and a validation set (20% of the training set). The BO process takes the sub-training sets to train models and the hyper-parameters are tuned on the corresponding validation sets, by optimizing (maximizing) the mean average precision (MAP) metric (cf. Section 4.4). After the BO step, the resulting optimal hyper-parameter configurations were used to train each model on each entire training set (80% of the corresponding dataset) and the fine-tuned models were finally tested on each test set.

The sets of hyper-parameters that we tuned for each model are the followings:

- **CBF-TopPopular**: the weighting factor $\omega$. In Eq. (6), we opted to normalize the popularity score of items, i.e. $TopPopular(i)$ into $[0, 1]$ so that it has the same scale as $CBF(u, i)$.
- **IBCF**: the number $k$ of the target item $i$’s neighbors i.e. $|N_i|$ in Eq. (4).
- **SVD**: the number of factors $n_{factors}$, the number of training epochs of stochastic gradient descent, the learning rate $\eta$ and the regularization term $\lambda$.
- **KGE**: we trained the TransE model on HybridKG (hybridization of ICKG and UPKG, cf. Section 2.6) for the corresponding dataset. TransE is a state-of-the-art knowledge graph embedding model that has been shown to perform better than alternative translation models on recommendation tasks (Palumbo et al., 2018a). Thus, the hyper-parameters include the embedding dimension $d$, the margin loss $γ$, the learning rate $\eta$, the batch size $s_{batch}$ and the number of training epochs.
- **DNN**: the batch size $s_{batch}$, the number of embedding factors $n_{factors}$, the number of hidden layers in the MLP network $n_{layers}$, the learning rate $\eta$, the number of epochs and the number of negative samples for training $n_{neg}$.

The implementation of these models was achieved with open-source packages. Specifically, Hug (2020)’s Surprise Python library was used to tune and train the IBCF and SVD models. For the DNN model, we used an available PyTorch implementation. The learning of the KGE model was done with the Pykeen package (Ali et al., 2019), i.e. a reference package for learning knowledge graph embeddings.

The configuration details of the hyper-parameters tuning along with the found optimal hyper-parameters for each dataset is provided in Tables A.7 and A.8 in Appendix. All resources of our study (datasets, scripts, mappings, embeddings etc.) are available in the GitHub repository. This ensures the reproducibility of this study and should ease further analyses.

### 4.4. Evaluation metrics

We adopt the following metrics to evaluate the quality of a recommendation list of $n$ items, in terms of accuracy and diversity.

---

4.4.1. Accuracy metrics

We evaluate the accuracy of the tested recommenders using the following standard information retrieval metrics:

- **Precision** represents the number of relevant items among the \( n \) recommended items for a given user \( u \).
- **Recall** refers to the proportion of items liked by the user \( u \) that are included in her/his recommended list.
- **F1-measure** is the harmonic mean of precision and recall i.e. \( \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \).
- **Mean Average Precision (MAP)** represents the mean of the Average Precision (AP) measures over all users. Unlike precision and recall, which do not consider positions of the relevant items, the AP measure is a ranked precision metric that places emphasis on highly ranked relevant items (Steck, 2013).

4.4.2. Diversity metrics

The diversity performance of recommenders is evaluated with the following metrics based on ILD and ILD\(_p\) measures (defined in Section 3.2.2):

- **ILD** represents the average of the intra-list diversity (ILD) values over all users. We also call this measure the absolute diversity as opposed to the next measure which evaluates the diversity of the recommendation lists in relation to the diversity of the items present in user profiles.
- **R\(^2\)(ILD, ILD\(_p\)),** denoted as the relative diversity, is the coefficient of determination of the ILD values (i.e. diversities of items recommended to users by a RS) vs. ILD\(_p\) values (i.e. diversities of corresponding users’ profile items), throughout the entire user set (cf. Eq. (9)). This metric measures how well the diversity of recommendations provided by a RS meets its users’ expectations in terms of diversity.

4.4.3. Semantic similarity

The similarity function \( \text{sim}(i, j) \) in Eq. (7) is crucial for measuring the ILD of an item list (i.e. for both absolute and relative diversities). The similarity measurement between two items could be based on the user–item rating matrix. This has the advantage of always being directly feasible. On the other hand, semantic-based similarity measures require to have some semantic features associated to items, which could be difficult to obtain (see Section 4.1). However, rating-based similarities have some drawbacks of their own. The first one is related to the sparsity of the rating matrices: Having many missing values, as is often the case since most items are generally rated by only few users, could lead to unreliable similarity measurements (Aytekin & Karakaya, 2014). Considering a new item, with (almost) no available ratings, its similarity to other items will be inaccurately measured by rating-based similarity measures (low precision). The second drawback of rating-based similarities is the popularity bias that they introduce. Compared with obscure items, popular items tend to have more users in common (users having rated both items) and thus tend to be considered more similar with each other than unpopular items (Hou et al., 2018) (low accuracy). Therefore, the number of ratings per item influences the precision of the similarity estimation but also its accuracy.

Recent studies (Trattner & Jannach, 2020; Yao & Harper, 2018) have investigated item similarity functions with regard to human judgments. The main aim of those works was to study users’ perceptions on the similarity between items. Yao and Harper (2018) asked users to rate how similar (to a target movie) the movies resulting from different similarity functions (e.g. rating-based and content-based) were. Accordingly to their user study, content-based movies are mostly considered to be “moderately” or “extremely” similar to the target movie. Trattner and Jannach (2020) investigated user perceptions on item similarities more deeply. Their study relied mainly on the content-based item similarities, trying to understand how different item features (e.g. title, plot, image etc. for movies) could determine users’ perceived similarity between items and how users evaluate the usefulness of recommendations obtained by different similarity functions.

It seems preferable therefore to adopt semantic similarities for measuring \( \text{sim}(i, j) \) when possible. Semantic similarity is typically used in the knowledge engineering domain to represent the relatedness between the meanings of two concepts and has been widely adopted in recommender systems (Carrer-Neto et al., 2012; Di Noia et al., 2014; Di Noia et al., 2016; Garcia-Sánchez et al., 2020; Meymandpour & Davis, 2020; Passant, 2010). Our study also relies on semantic similarity between items. To estimate the semantic similarity between two items, we consider the cosine of their embedding vectors in the item content knowledge graph (ICKG). This semantic pairwise item similarity is used for the rating prediction of the tested CBF recommender (Eq. (3)) as well as for the ILD estimation of an item list (Eq. (7)).

4.5. Chosen parameters for studying diversification within recommenders

First, each of the tested RSs is supposed to recommend a list of \( n = 10 \) items with the highest predicted relevance scores. The recommenders are then evaluated in terms of accuracy and diversity (both absolute and relative).

Second, to analyze the impact of the diversification post-processing on each RS, we ran the bounded greedy algorithm (Algorithm 1) with two different objective functions, i.e. the classic (Eq. (11)) and the personalized (Eq. (12)) ones. For the bounded greedy algorithm, the bound \( m \) was set to 100 (\( r^2 \)), i.e. \( L_{\text{candidates}}(u) \) contains the top-100 rated items. For different recommenders and datasets, the ranges of their predicted scores, i.e. the \( \text{rel}(\cdot) \) term in the objective functions, are quite different. To avoid possible bias, we opted to normalize these \( \text{rel}(\cdot) \) values. Specifically, to normalize a given predicted relevance score \( \text{rel}(\cdot) \), we applied the formula \( \text{rel}_{\text{normalized}} = \frac{\text{rel}_i - \text{rel}_{\min}}{\text{rel}_{\max} - \text{rel}_{\min}} \) with \( \text{rel}_{\min} \) and \( \text{rel}_{\max} \) being the minimum and the maximum values of the \( \text{rel}(\cdot) \) function for a specific method and dataset. Finally for the diversification factor \( a \), we tested 10 different values ranging in \([0, 0.9]\) with the step=0.1.

Last, as our study is fully based on offline experiments, we studied the impact of the bound size \( m \) of the bounded greedy post-processing on the RSs’ performances. Indeed, larger bound sizes (e.g. \( m > 100 \)) may promote RSs to find more diversified items, but it would also sacrifice more accuracy.
The CBF model, which relies exclusively on item knowledge, leads to much less diversified recommendations than other models. For instance, on the MovieLens dataset, the average ILD of CBF is only \( \sim 0.28 \) while it ranges from \( \sim 0.40 \) (CBF-TopPopular) to \( \sim 0.70 \) (IBC) for other RSs. The same trend is observed for the other two datasets. This confirms that content-based recommendations are generally over-specialized. At the other end of the spectrum, IBCF and CBF-TopPopular lead to more accurate recommendations than the state-of-the-art deep learning approach. This confirms, if needed, that considering item knowledge allows to alleviate parts of the cold-start and data sparsity problems faced by CF approaches (Natarajan et al., 2020).

Table 6 summarizes the diversity metrics scored by the seven tested RSs on the three considered datasets. Let us first discuss the absolute diversity (ILD) of the recommendations. The CBF model, which relies exclusively on item knowledge, leads to much less diversified recommendations than other models. For instance, on the MovieLens dataset, the average ILD of CBF is only \( \sim 0.28 \) while it ranges from \( \sim 0.40 \) (CBF-TopPopular) to \( \sim 0.70 \) (IBC) for other RSs. The same trend is observed for the other two datasets. This confirms that content-based recommendations are generally over-specialized. At the other end of the spectrum, IBCF and SVD, the two traditional CF models, provide the most diversified recommendations. The remaining 4 models stand between those extremes: DNN is slightly more diversified than the popularity-based model (TopPopular) and the two hybrid models (KGE and CBF-TopPopular) on the movie and book datasets; TopPopular is the second most diversified model on the anime dataset. If the aim is simply to maximize the diversity of the recommendations, then the traditional CF in general, and the IBCF model in particular, appear to be an optimal choice. However, one can wonder how these absolute levels of diversity compare to users’ expectations or needs.

For each dataset and metric, the best score is bolded, the second-to-best is underlined and the third one is in italics.
Table 6
Diversity performance comparison of the tested recommenders.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Dataset</th>
<th>CBF</th>
<th>TopPopular</th>
<th>CBF-TopPopular</th>
<th>IBCF</th>
<th>SVD</th>
<th>KGE</th>
<th>DNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILD</td>
<td>MovieLens (ILD_&lt;p&gt;0.59&lt;/p&gt;)</td>
<td>0.2761</td>
<td>0.4953</td>
<td>0.3988</td>
<td>0.6998</td>
<td>0.6623</td>
<td>0.5144</td>
<td>0.5417</td>
</tr>
<tr>
<td></td>
<td>Anime (ILD_&lt;p&gt;0.75&lt;/p&gt;)</td>
<td>0.5952</td>
<td>0.7406</td>
<td>0.7039</td>
<td>0.8057</td>
<td>0.7786</td>
<td>0.7389</td>
<td>0.7260</td>
</tr>
<tr>
<td></td>
<td>LibraryThing (ILD_&lt;p&gt;0.75&lt;/p&gt;)</td>
<td>0.3283</td>
<td>0.6019</td>
<td>0.4006</td>
<td>0.8405</td>
<td>0.7110</td>
<td>0.5901</td>
<td>0.6576</td>
</tr>
<tr>
<td>R²(ILD, ILD_&lt;p&gt;)</td>
<td>MovieLens</td>
<td>0.0605</td>
<td>0.0065</td>
<td>0.0362</td>
<td>0.0001</td>
<td>0.0073</td>
<td>0.0485</td>
<td>0.1030</td>
</tr>
<tr>
<td></td>
<td>Anime</td>
<td>0.0542</td>
<td>0.0428</td>
<td>0.0057</td>
<td>0.0005</td>
<td>0.0093</td>
<td>0.0205</td>
<td>0.0103</td>
</tr>
<tr>
<td></td>
<td>LibraryThing</td>
<td>0.1870</td>
<td>0.0001</td>
<td>0.3119</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.1342</td>
<td>0.0126</td>
</tr>
</tbody>
</table>

For each dataset and metric, the best score is bolded, the second-to-best is underlined and the third one is in italics.

Considering the relative diversity metric, i.e. confronting the diversity of the recommendations (ILD) to that observed within user profiles (ILD_<p>()), allows to go a step further. Indeed, this comparison estimates the adequacy between the level of diversity proposed by these RSs and the level expected by users. According to Table 6, recent KGE and DNN models seem to perform the best in terms of relative diversity. The intermediate diversity level of their recommendation lists is more coherent with the diversity observed in the user profiles. For instance, on the Anime dataset where ILD_<p> is about 0.75, the ILD is ~ 0.74/~ 0.73 for KGE/DNN, whereas it exceeds at ~ 0.80 for IBCF and is below 0.60 for CBF. According to these average metrics, KGE and DNN seem to perform reasonably well and be close to user expectations in terms of diversity. Fig. 1 displays, for all considered datasets, the distribution of ILD values of each tested RS along with the distribution of the ILD_<p> values (red curves). This visual representation confirms that IBCF (gold curves) leads to over-diversified recommendations whereas content-based models such as CBF and CBF-TopPopular (cf. green and orange curves) tend to produce under-diversified recommendations. The more recent RSs (KGE and DNN) lead to ILD distributions closer to the ILD_<p> ones.

However, even if the ILD distribution and the average ILD of some RS models are close enough to those of ILD_<p> (notably for the Anime dataset), their most diversified recommendations do not seem to be suggested to the right users. Indeed, the most striking result here is probably the strong discrepancy between the diversity of individual user profiles (ILD_<p>_) and the diversity of the recommendations made to them by a RS (ILD). The R² values between these two sets of values (indicating the extent to which they are linearly correlated) are quite low for all 21 configurations (3 datasets × 7 RSs). All R² values are below 0.2 as shown in Table 6 except for CBF-TopPopular on LibraryThing, which is ~ 0.31 but remains still low). Such low correlation values indicate that even DNN and KGE fail to propose the correct diversity level to the right user. This is clearly illustrated by Fig. 2 that displays the scatter plot representation of the ILD values v.s ILD_<p> values.

5.2. Impact of the diversification post-processing

The diversification post-processing can be seen as a re-ranking process during which items, initially ordered according to their relevance score, are re-ordered so that the top items are both relevant and diverse. Here, we compare the results of the greedy re-ranking method (Algorithm 1) using two different objective functions: the classic one and the personalized one, denoted as cls-greedy and pers-greedy, respectively. The two methods rely on a parameter, denoted as α, to adjust the compromise between relevance (accuracy) and diversity.
These two post-processing approaches were tested in combination to the seven recommendation approaches on the three benchmark datasets. Fig. 3 provides, for each of these 42 combinations, a graphic representation of the evolution of the absolute diversity (ILD), the relative diversity ($R^2$) and the accuracy of the recommendations when increasing $\alpha$. Note that, for simplicity sake, the unique accuracy metric discussed in this subsection is the F1-measure since the same trends are observed for the other accuracy metrics, i.e. Precision, Recall and MAP.

As expected, the cls-greedy post-processing increases the ILD values for all RSs and datasets and the higher the $\alpha$ values the larger the ILD (Fig. 3 top row). The only exceptions to this rule are observed for content-based RSs, i.e. CBF (*) and CBF-TopPopular ($\circ$), on the MovieLens or LibraryThing benchmarks where the ILD reaches a plateau. It seems that content-based RSs provide so little diversity in their candidate lists (i.e. the top-100 ranked items in our context), that it imposes a limitation on the diversification post-processing. In other words the top-100 items returned by content-based approaches are sometimes so similar that there is no
way to build a highly diversified subset of them. To overcome this limitation, larger sizes of candidate items may be useful, as we shall discuss in the next subsection. In all other cases, when the $\alpha$ parameter of cls-greedy is increased, the ILD is also largely increased, regardless of users' diversity needs (i.e., the ILD$_p$, represented by the red dashed lines in Fig. 3 top row). In contrast, when the $\alpha$ parameter of pers-greedy is increased, the ILD tends toward ILD$_p$ (Fig. 3 top row). The plot of the relative diversity (Fig. 3 mid row) indicates that, when using pers-greedy, increasing $\alpha$ improves the consistency of the recommendation and user profile diversities ($R^2$ values tend toward 1). In contrast, when using cls-greedy, increasing $\alpha$ often leads to decreasing the correlation between the diversity of a user profile and that in her/his recommendations ($R^2$ values tend toward 0) even more. The difference between those two post-processings, regarding the correlation between ILD and ILD$_p$ values, is clarified by the dot plots of Fig. 4.

Regarding the impact of the $\alpha$ parameter, content-based RSs have, once again, an atypical behavior. Indeed, when combined with CBF and CBF-TopPopular recommenders, the cls-greedy post-processing also allows to increase the $R^2$ metrics when mid-range $\alpha$ values are used. This is probably due to the low diversity within their recommendations so that introducing some diversity, thanks to a post-processing (personalized or not), has only advantages. Indeed, CBF (•) and CBF-TopPopular (◦) are the only two tested RSs for which it is possible to improve simultaneously the absolute diversity (ILD), the relative diversity ($R^2$) and the accuracy (F1-measure). An $\alpha$ value close to 0.25 seems optimal for content-based approaches: ILD is much better than with $\alpha = 0$ while the F1-measure is almost unchanged ($\alpha$ from 0 to 0.25) for MovieLens and Anime and even improved for LibraryThing. For all other RSs, improving the diversity metrics always comes at the cost of a lower accuracy (Fig. 3 bottom row). However, the cls-greedy optimization leads to a more important accuracy sacrifice in comparison with the pers-greedy optimization (notably when $\alpha$ becomes larger than 0.5). The latter tends to preserve higher levels of accuracy, considering all three datasets.

5.3. Impact of the bound size on recommendation diversity and accuracy

In this subsection, we report our findings w.r.t the last experimentation described at the end of Section 4.

As previously discussed, the bound size $m$ used in the bounded greedy (BG) optimization might also be a kind of trade-off between diversity and accuracy for RSs. When the number of candidate items increases, BG would, on the one hand, offer more opportunity for RSs to find more diversified items but, on the other hand, it could also lead to a larger decrease of the accuracy. Fig. 5 illustrates such a case where increasing the bound size leads CBF and CBF-TopPopular to recommend item lists that are more diverse but less accurate. More generally, for most of the tested RSs (notably for content-based ones, i.e. CBF and CBF-TopPopular), their ILD values tend to increase with the candidate list sizes ($m$ from 50 to 300), for both classic and personalized optimization objectives. Interestingly, the impact of the $m$ parameter on the recommendation diversity seems to be negligible for KGE and DNN, i.e. the two recent RSs with best accuracy performances (see Table 5). Fig. 5 suggests that for these two RSs the set of 50 top-ranked items would be enough (optimal) for applying a greedy search. In terms of F1-measure, the impact of $m$ seems negligible for all RSs except for the content-based ones (CBF and CBF-TopPopular), in which the accuracy decreases sufficiently to be visually obvious on this plot.

Overall, the impact of the bound size $m$ is not as remarkable as we expected. The choice of $m = 100$ (square of the number of recommendations) that we made for our study is quite reasonable as Fig. 5 shows that the diversity (ILD) and the accuracy (F1-measure) results do not change much from 100 candidate items.

5.4. Limitation, discussion and implication

In our study, individual users' diversity needs are estimated from user profile items (i.e. ILD$_p$), which may have some limitations. First, different users may have different rating behaviors as some users rate only few items while others rate much more. Even
though the ILD metric estimates an average value, the resulting profile diversities might lead to different levels of reliability. Since we currently ignore the actual ratings of the items to estimate user diversity expectation, a possible alternative would be to consider, if available, implicit feedbacks (Aggarwal, 2016) and to measure the ILD of the items with which users have interacted (e.g. items bought on a merchant site, movie watched on a streaming platform, etc.). This generally constitutes a much larger set of items than the set of rated ones, and could hence lead to a more robust estimation of the diversity adapted to each user, notably for those having rated few items.

Second, we followed Di Noia et al. (2014), Meymandpour and Davis (2020) to consider all the items rated by the user for estimating her/his $p$ value. As an alternative, one may consider focusing only on users’ liked items (referring also to users’ positive profile) while measuring the $p$ values. Indeed, it is more reasonable for RSs to only consider users’ liked items in cases when the goal is to provide users with items they might like (i.e. accuracy criterion). In the diversity optimization context, only considering users’ liked items might lead to slightly lower $p$ values as users’ highly rated items may share some common semantic properties.

The low ILD values of the tested CBF approach demonstrate this point as the algorithm returns items which are semantically similar to users’ highly rated ones. On the other hand, considering all of users’ rated items allows to take a larger range of items into account. An assumption is made here that as long as a user has rated an item (even with a low rating), it has attracted her/his attention. However, this proposition is far from obvious and probably depends on each user’s rating behavior.

The third point is that users’ diversity needs may also depend on other factors such as their mood, personality, etc. and can change over time. For example, 62% of the participants involved in Yao and Harper (2018)’s study considered mood as an important feature while choosing the next movie to watch. It might be worth considering these factors while measuring an individual user’s diversity needs. Another main limitation of our study is that it is firmly based on the quality of item knowledge encoded in the DBpedia knowledge graph, which may contain only partial facts about items (Färber et al., 2018).

The present study is exclusively based on offline experiments and assumes that the semantic similarity-based ILD metric could capture active users’ perception on the diversity (also on the variation of diversity) of the recommended items. These common assumptions could be valid as demonstrated by the user study presented in Castagnos et al. (2013). In their study, users were presented with TV programs generated from some classic RSs including content-based and CF-based ones. The diversity of recommendations was measured with the semantic similarity-based ILD metric by using attributes of items. Ekstrand et al. (2014) also reported active users’ perceptions on their recommended movie lists w.r.t different evaluation dimensions e.g. accuracy, diversity, satisfaction etc. Their diversity measurement was again based on the ILD metric with item similarity being estimated by tag genome vectors (Vig et al., 2012), modeling items in a community knowledge-based tag space. Users were asked to communicate their perceptions on recommendation lists from three RSs (IBCF, UBCF and SVD). Their findings demonstrated that IBCF provided more diversified items than SVD, which is coherent with our findings (see Table 6). That is why we believe that the findings of our offline-based experiments should reflect effectively the diversity performances of the tested RSs.

In terms of research implications, the results of our study indicate that the absolute diversity level of recommendations provided by the state-of-the-art memory-based collaborative filtering algorithm (IBCF) is always much higher than that observed in user profiles (e.g. the gold curve is almost right-shifted from the red one in Fig. 1 for the movie dataset). This type of RSs is still widely used in real-world recommendation engines (Amazon for instance) and our results provide a clear guideline concerning them: it is counterproductive to further increase their absolute diversity by chaining them with a classic bounded greedy diversification.
procedure. On the other hand, for content-based approaches in general, our study suggests that diversity optimization methods are much more relevant than those RSs provide low levels of absolute diversity. Recent recommendation approaches such as the studied KGE and DNN models provide highly accurate recommendations which are, on average, diversified enough. However, they do not perform as well in terms of the relative diversity as is also the case with all other tested RSs. None of the tested RSs was able to recommend to users item lists with optimal diversity levels relevant to their rating profiles.

As the current trend of the recommender system community is based on deep neural networks and graph embeddings (Ferrari Dacrema et al., 2019; Xu et al., 2020; Zhang et al., 2019), the results of our study might inspire researchers or RS developers to design new models that account for users’ diversity needs, as they highlight the suboptimality of individual diversification. We also hope that this work could encourage the provision of benchmark datasets containing implicit feedbacks (such as the Deskdrop) in order to get information about items users have interacted with and not just the ones they have rated. This is a crucial information as most users watch much more movies or read much more books than they rate. Cross checking these two types of information could probably help better capture users’ needs, especially regarding the diversification criterion.

6. Conclusion

Recommender systems have long been evaluated based on their accuracy. The importance of providing diversified recommendations is also acknowledged now. However, the impact of diversification post-processing on the main types of recommender systems has not been extensively studied. This paper provides a systematic and comprehensive study of the four main families of recommender systems (non-personalized, content-based, collaborative filtering-based and hybrid) with respect to both accuracy and diversity. This study was done using three large datasets classically used to benchmark RSs. We argue that considering only the absolute level of diversity of a recommendation list is not enough and that the diversity of each recommendation list should also be evaluated with respect to the target user of the recommendations. We proposed to use the diversity of the items rated by a user as a proxy of the diversification she/he is expecting from a RS.

The main findings of this study are the followings. First, different RS approaches lead to recommendations that have very different levels of diversification. Therefore, while it may seem reasonable to increase the diversity for some of them, others would benefit from a post-processing taming down their tendency to over-diversification. Considering the average of the user profile diversities as a reference, content-based approaches appear to provide under-diversified items while the classical collaborative filtering approaches rather lead to over-diversified ones. More recent approaches, based on deep neural networks or knowledge graph embeddings, provide recommendations whose average diversity is much closer to that of users’ profiles. These results were somehow expected: to recommend items using only their similarities does not leave much room for diversification while recommending items based only on peers’ suggestions may rapidly lead to a list à la Prévert.

The second main finding is that none of the tested RSs, even the most recent ones, seems to provide recommendations that have a diversity level in line with the user profile for whom the recommendations are intended. Coupling these approaches to a classical post-processing diversification makes things even worse. Such a post-processing only aims at maximizing the diversity of the recommended item list while favoring as much as possible the top rated items. The result is a decrease in the RS accuracy coupled with an increase in the recommendation list diversity, even when it was already over-diversified. This kind of post-processing seems only beneficial for content-based approaches as they are the only ones that really lead to under-diversified recommendations. For all other tested RS models, this post-processing decreases recommendation accuracy, moves the average recommendation diversity further away from the average profile diversity and decreases the correlation between user profile diversities and recommendation diversities.

The third main finding is that an alternative diversification post-processing is worth studying. We proposed a simple variant of the classical diversification post-processing. It aims at building a recommendation list with a diversity that is as close as possible to the user profile diversity. In other words, instead of maximizing an absolute level of diversity, it aims at maximizing the adequation between the diversity of the user profile and that of the recommendations made to the user. This simple shift in perspective allows to drastically improve things. For all tested RSs and benchmarks, using this personalized post-processing allows to move the average recommendation diversity closer to the average user profile diversity and to increase the correlation between user profile diversities and recommendation diversities while decreasing the accuracy much less than when the classical diversification objective is used.

Increasing recommendation diversity via a post-processing is usually perceived as beneficial. This study demonstrates that such post-treatment may indeed be detrimental for most RSs for which the level of diversity is already close to, or even above, the diversity observed in user profiles. This paper provides a simple solution to take users’ specificity into account when adjusting the level of diversity of their recommendations. This simple approach proves to be relevant and we hope that it would incite researchers to work on this topic so that recommender systems could better fit user expectations in terms of both accuracy and diversity.
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Table A.7
Search spaces of compared RS models’ hyper-parameters during the Bayesian optimization process.

<table>
<thead>
<tr>
<th>Recommender</th>
<th>Hyper-parameter search space</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBF-TopPopular</td>
<td>$\omega \in [0, 1]$</td>
</tr>
<tr>
<td>IBCF</td>
<td>$k \in [1, 60]$</td>
</tr>
<tr>
<td>SVD</td>
<td>$n_{\text{factors}} \in [50, 200], \text{epoch} \in [1, 100], \eta \in [0, 0.1], \lambda \in [0, 0.1]$</td>
</tr>
<tr>
<td>KGE</td>
<td>$d \in [10, 200], \gamma \in [1, 10], \eta \in [0.001, 0.1], \tau \in [16, 256], \text{epochs} \in [100, 1000]$</td>
</tr>
<tr>
<td>DNN</td>
<td>$s_{\text{batch}} \in [16, 256], n_{\text{factors}} \in [8, 128], n_{\text{layers}} \in [1, 4], \eta \in [0.001, 0.1], \text{epoch} \in [1, 30], n_{\text{neg}} \in [0, 10]$</td>
</tr>
</tbody>
</table>

Table A.8
Found optimal configurations of RS models’ hyper-parameters for each dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Recommender</th>
<th>Found optimal hyper-parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anime</td>
<td>CBF-TopPopular</td>
<td>$\omega = 0.4176$, $n_{\text{factors}} = 200$, $\text{epoch} = 3$, $\eta = 0.0003$, $\lambda = 0.0626$</td>
</tr>
<tr>
<td></td>
<td>IBCF</td>
<td>$k = 3$</td>
</tr>
<tr>
<td></td>
<td>SVD</td>
<td>$n_{\text{factors}} = 175$, $\text{epoch} = 11$, $\eta = 0.0354$, $\lambda = 0.0813$</td>
</tr>
<tr>
<td></td>
<td>KGE</td>
<td>$d = 199$, $\gamma = 5$, $\eta = 0.0421$, $s_{\text{batch}} = 255$, $\text{epochs} = 715$</td>
</tr>
<tr>
<td></td>
<td>DNN</td>
<td>$s_{\text{batch}} = 256$, $n_{\text{factors}} = 66$, $n_{\text{layers}} = 1$, $\eta = 0.001$, $\text{epoch} = 30$, $n_{\text{neg}} = 10$</td>
</tr>
<tr>
<td>MovieLens-1M</td>
<td>CBF-TopPopular</td>
<td>$\omega = 0.2275$, $n_{\text{factors}} = 199$, $\text{epoch} = 1$, $\eta = 0.0011$, $\lambda = 0.0815$</td>
</tr>
<tr>
<td></td>
<td>IBCF</td>
<td>$k = 2$</td>
</tr>
<tr>
<td></td>
<td>SVD</td>
<td>$n_{\text{factors}} = 199$, $\text{epoch} = 1$, $\eta = 0.0011$, $\lambda = 0.0815$</td>
</tr>
<tr>
<td></td>
<td>KGE</td>
<td>$d = 194$, $\gamma = 6$, $\eta = 0.0435$, $s_{\text{batch}} = 21$, $\text{epochs} = 439$</td>
</tr>
<tr>
<td></td>
<td>DNN</td>
<td>$s_{\text{batch}} = 144$, $n_{\text{factors}} = 44$, $n_{\text{layers}} = 1$, $\eta = 0.001$, $\text{epoch} = 30$, $n_{\text{neg}} = 10$</td>
</tr>
</tbody>
</table>
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Appendix. Configuration details of Bayesian optimization for hyper-parameters tuning of the compared RS models

See Tables A.7 and A.8.
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